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Motivation
Most of the multi-modal video recognition methods are 
computationally expensive, as they usually process all the data 
(including redundant/irrelevant parts)

Do all the segments require both RGB and audio stream to 
recognize the action as “Mowing the Lawn” in this video?



Key Idea

An adaptive multi-modal 
learning framework, that 
selects on-the-fly the optimal 
modalities for each segment 
conditioned on the input for 
efficient video recognition

To the best of our knowledge, this is the first work on data-dependent 
selection of different modalities for efficient video recognition.



AdaMML

Our approach consists of a policy network and a recognition network
composed of different sub-networks that are trained jointly (via late 
fusion with learnable weights) for recognizing videos.
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Results

Comparison with Weighted Fusion Baseline

RGB + Audio

RGB + Flow + Audio



Results

New SOTA for efficient video recognition, improving prior 
best result in terms of accuracy, and computational efficiency

Comparison with State-of-the-art Methods



Results

Please refer to our paper for more detailed results and analysis
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