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Abstract

Multimodal self-supervised learning is getting more and
more attention as it allows not only to train large networks
without human supervision but also to search and retrieve
data across various modalities. In this context, this pa-
per proposes a framework that, starting from a pre-trained
backbone, learns a common multimodal embedding space
that, in addition to sharing representations across different
modalities, enforces a grouping of semantically similar in-
stances. To this end, we extend the concept of instance-level
contrastive learning with a multimodal clustering step in
the training pipeline to capture semantic similarities across
modalities. The resulting embedding space enables retrieval
of samples across all modalities, even from unseen datasets
and different domains. To evaluate our approach, we train
our model on the HowTo100M dataset and evaluate its
zero-shot retrieval capabilities in two challenging domains,
namely text-to-video retrieval, and temporal action local-
ization, showing state-of-the-art results on four different
datasets.

1. Introduction

To robustly learn visual events and concepts, humans sel-
dom rely on visual inputs alone. Instead, a rich multimodal
environment is utilized for understanding by combining mul-
tiple sensory signals along with various language represen-
tations. Many recent techniques have attempted to mimic
this paradigm to train efficient computer vision models, espe-
cially those that learn from videos where multiple modalities
are naturally present [1, 2, 36].

Learning on multimodal video data has both benefits and
challenges. It is beneficial that each video instance has infor-

Figure 1: The Multimodal Clustering Network (MCN) com-
bines a contrastive loss that learns feature representations to
be close across different modalities such as video, audio, and
text (blue box), with a clustering loss that draws instances
that are semantically related together, e.g., scenes depicting
the same semantic concept (e.g., chopping or frying) from
different videos or different clips. (yellow box).

mation available in multiple modalities. Textual information
corresponding to the spoken narrations in the video, for ex-
ample, provides a valuable language modality in addition to
the visual and audio modalities [7, 21, 25]. In this work, we
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focus on the problem of learning a joint embedding space
across multiple modalities. Given that the features from
different modalities are often not comparable, the goal is to
learn the projections into a common space where features
from different domains but with similar content are close to
each other to allow for a direct retrieval across modalities.
However, creating an effective joint multimodal embedding
space is not easy. First, each of those modalities is differ-
ent, i.e. with respect to its source, how it is sampled and
processed, and its resulting feature representation. Addition-
ally, in real-world data, the supervision available to learn
these projections from each of the modalities is unfortunately
weak, as e.g. audio sequences can be misaligned to their vi-
sual representations and corresponding narration might or
might not be present in the same time interval [2, 32].

To deal with multimodal data of this nature, several re-
cent approaches use a contrastive loss [18, 19] to learn e.g.
feature representations in a joint embedding space. The goal
is to bring samples drawn from the same temporal instance
closer to each other while keeping samples from different
times apart. Recent works [1, 32] show that such training
is useful for pretraining models on large-scale data without
additional supervision and that the resulting models achieve
competitive performance on several tasks, e.g. in action clas-
sification when fine-tuned on various datasets. One problem
arising from the contrastive loss is that this criterion does
not consider the samples’ semantic structure and similarity
at different times: two samples are treated as a negative pair
as long as they occur at different times regardless of their
semantic similarity. This can have a considerable adverse
impact on the learned representation. In a different formu-
lation for learning representations, instead of comparing
individual instances, clusters of instances are first created
using a certain clustering algorithm [2, 5, 11, 29]. This
approach encourages samples semantically similar to each
other (namely, samples in the same cluster) to be close in
the embedding space. However, if we cluster features from
multi-modalities, those clusters would likely emerge only
within the modalities separately, clustering audio instances
with audio instances, visuals to visuals etc. Therefore, a
mechanism that pulls the instances from different modalities
together is crucial to cluster features from different modali-
ties in a joint space. This leads to our proposed method that
treats these two approaches as reciprocal information.

We present a multimodal learning framework that learns
joint representations by training cross-modal projection
heads from the visual, audio, and language modalities and
accounts for the semantic similarity of embedding using
a large corpus of naturally narrated videos. The proposed
Multimodal Clustering Network (MCN) adopts a novel archi-
tecture to combine promising ideas from both representation
learning paradigms described earlier: learning via the con-
trastive loss at the instance level and the semantic consistency

at the cluster level. As another novel feature of our approach,
we explore joint clusters using multimodal representations
instead of clusters using separate modalities. The result fea-
tures allow us to do retrieval across different modalities in
linear time. Figure 1 provides a high-level overview of our
approach.

To evaluate our proposed method, we address the chal-
lenging problem of zero-shot learning in two contexts: mul-
timodal video retrieval and multimodal temporal action lo-
calization. We train our system on the HowTo100M dataset
[33] and evaluate its retrieval capabilities on the YouCook2
[44] and MSR-VTT [42] dataset and its temporal action lo-
calization on the task of action detection on the CrossTask
[46] dataset and on the task of temporal action segmentation
on the Mining YouTube [26] dataset. Using only features
from pretrained backbones, MCN significantly outperforms
the best text-to-video retrieval baseline over absolute 3%
in recall and outperforms the temporal action localization
baseline over 3.1% in recall, both in zero-shot settings.

Contributions. The contributions of this work are three-
fold: (i) We propose a novel method by combining the ben-
efits of contrastive loss and clustering loss for multimodal
joint space learning. Unlike prior works that create clusters
using separate modalities, our method shows the important
benefits of using multimodal joint clusters. (ii) We show
that the proposed model can learn across three modalities
(video, audio, text) in a joint space. (iii) We demonstrate
significant performance gains on multiple downstream tasks
in the zero-shot setting. These results show that the learned
common space representations can improve state-of-the-art
results without any additional training on the target datasets.

2. Related Work
Learning from Multimodal Data. Instead of collecting
new annotated datasets [12, 38] for building various state-
of-the-art visual recognition models, current approaches
leverage large amounts of videos available on multiple so-
cial media platforms. When specific language resources
like automatically generated speech recognition captions are
available in narrated video datasets such as How2 [39] or
HowTo100M [33], an appropriate proxy task that leverages
these resources is instead used. Such visual caption pairs
have been widely used in self-supervised models in vision
and language tasks recently [3, 16, 17, 28, 31, 35, 40, 45]. In
other approaches like [2, 6, 8, 21, 30, 37], the need for these
language transcripts is avoided by using just the correspond-
ing raw speech signal. More recently, models that trained
from scratch from the narrated video along with generated
speech captions have also been successfully developed [32].
The three modalities naturally present in videos, the visual,
audio, and language streams, are further integrated via a
multimodal variant of this learning framework in [1]. Unlike
these works, our goal in this paper is to learn a joint em-



Figure 2: Cross-domain Clustering vs. Joint Clustering.
(a) Previous methods such as XDC perform clustering at sep-
arate spaces and use pseudo-labels as supervision to other
domains. (b) Our method performs clustering across fea-
tures from different modalities in the joint space to learn
multimodal clusters. Best viewed in color.

bedding in three modalitites for zero-shot multimodal down-
stream tasks where we create an embedding space which the
features across different modalitites are directly comparable.
Contrastive Learning. A technique central to several
state-of-the-art self-supervised representation learning ap-
proaches for images is instance-wise contrastive learning
[13, 22]. In this paradigm, a model is trained to place sam-
ples extracted from the same instance, e.g., transforms or
crops of an image, close to each other while pushing samples
from different instances further apart. Given its similarity
to noise contrastive estimation (NCE), where two samples
are treated as a negative pair as long as they are drawn from
different time segments, in MIL-NCE [32], the benefits of
both multiple instance learning and NCE are combined. An
advantage of this approach is that it now allows for com-
pensation of misalignments inherently found in videos and
corresponding text captions. One inherent drawback of the
instance-wise contrastive learning described above is that it
is agnostic to the inherent semantic similarity between the
samples when positive and negative pairs are constructed. In
our work, we alleviate this problem by relaxing the instance
level similarity across modalities to semantic level similarity
by introducing a clustering component that learns semantic
similarity among multimodal instances within the batch.
Deep Unsupervised Clustering. Given the high cost
of computing all pairwise comparisons in a large dataset,
instead of applying the contrastive learning paradigm dis-
cussed above on each individual instance, a more practical
solution is to discriminate between groups of instances dur-
ing training. This is done by first pre-training a model to
derive suitable feature representations of the data in a simple
cascaded approach. Keeping the representations fixed, a
clustering algorithm is then used to group instances before
the weights of the model are updated using the derived class
assignments as supervision [10, 43]. In contrast, instead of

keeping the clustering step independent of the representation
learning phase, more recent techniques jointly learn visual
embeddings and cluster assignments [5, 6, 11, 41]. While
both these approaches can produce interpretable clustering
results that benefit downstream tasks by integrating global
information across the entire dataset, running a clustering al-
gorithm over a large data set slows down training. However,
this issue can be addressed by performing the clustering in
an online fashion [11]. These online models simultaneously
learn to cluster and represent image data. To improve the
performance of clustering, it is, however, also essential to
leverage the correlated yet very complementary information
available in the various modalities present in narrated videos
[5]. To learn better feature extractors for audio and video,
recent works, XDC [2] and SeLaVi [5] extend this cluster-
ing idea to the multimodal space. While these approaches
focus on learning better feature extractors for each domain
separately, our goal is to learn a joint multimodal embed-
ding. As shown in Figure 2, these cross-domain clustering
methods (left) create separate clusters and use cross-domain
pseudo-labels as the supervision for each feature extractor.
In contrast, our model (right) creates a common embedding
space across all modalities and performs clustering jointly.

3. Learning to Cluster Multimodal Data
To effectively construct a joint representation space from

unlabeled narrated videos, we start with n narrated video
clips. Each video clip is associated with its corresponding
visual representation, audio representation and text narration.
Given this input, the joint embedding space is learned, where
the embeddings of video clips with semantically similar
visual, audio, and text content are close to each other and
apart when the content is dissimilar, as illustrated in Figure 1.

Using the notation in [32], for each clip, let video v ∈ V
denote its visual representation, a ∈ A represent its corre-
sponding audio and t ∈ T , its matching text narration gener-
ated using an automatic speech recognition (ASR) system.
Given a set of n tuples of associated video, audio and text
narrations {(vi, ai, ti)}ni=1 ∈ (V×A×T )n, as shown in Fig-
ure 3 (a), we first construct three parametrized mappings that
derive embedding representations from the original video,
audio and text signals. Transform f : V → Rd derives a
d-dimensional embedding representation f(v) ∈ Rd from
a video clip v, transforms g : A → Rd and h : T → Rd,
produce similar d-dimensional audio and text embeddings:
g(a) = z ∈ Rd and h(t) ∈ Rd. In this work, f takes as
input pre-extracted 2D and 3D features from a fixed-length
clip, the input for g are log-mel spectrograms extracted from
the audio segments, and for h, we use a sentence based neu-
ral model that transforms a set of words into a single vector.
More details about model architectures are in Section 4.

Next, we introduce three loss functions to guide and prop-
erly situate these embeddings in the joint embedding space.



Figure 3: Illustration of our proposed framework. Our framework comprises four parts: (a) Extracting features from several
modalities and projecting them into joint space. (b) Calculating contrastive loss pairwise to pull the features close across
modalities. (c) Performing multimodal clustering across features from different domains in a batch. (d) Performing joint
prediction across features to multimodal centroids to bring together semantically similar embeddings. (e) Reconstruction loss
for regularization. Best viewed in color.

A contrastive loss LMMS is used to ensure that the represen-
tations from each of the three modalities are comparable. A
second clustering loss LCluster encourages representations
from semantically similar samples across all modalities to
remain close in the learned embedding space. A third re-
construction loss LReconstruct regularizes the multimodal
common space features for more stable clustering training.
The final model is trained to minimize sum of these losses.

L = LMMS + LCluster + LReconstruct (1)

3.1. Contrastive Loss for Learning Joint Spaces

To learn a joint space for the three modalities, we
compute a contrastive loss on all pairs of modalities,
(v, t), (t, a), (a, v), as shown in Figure 3 (b). This loss maxi-
mizes the similarity between representations corresponding
to any two modalities from the same instance (video clip)
while minimizing the similarity of imposter pairs from the
two modalities from one clip of video to another. In this
work, we use the Masked Margin Softmax (MMS) func-
tion [24], which defines the similarity between representa-
tions from two modalities in terms of their learned embed-
ding vectors’ dot product within a batch B. Features from
each of the three modalities {V,A, T} are assembled for
each batch. The total contrastive loss LMMS is the sum of
pairwise losses using each of the three modalities:

LMMS = Lta + Lvt + Lva (2)

where Lta, Lvt, Lva represent the loss associated with pair-
wise modalities (t, a), (v, t), (a, v) respectively. For a pair
of modalities, for example the text and audio modalities, the

individual loss Lta is in turn given as:

Lta = − 1
B

B∑
i=1

[(
log eh(ti)·g(ai)−δ

eh(ti)·g(ai)−δ +
B∑

k=1
k ̸=i

eh(timp
k )·g(ai)

)
(3)

+

(
log eh(ti)·g(ai)−δ

eh(ti)·g(ai)−δ +
B∑

j=1
j ̸=i

eh(ti)·g(aimp
j )

)]

where aimp
j represents imposter pairs from two modalities

that are sampled from a batch but do not co-occur. As can
been seen in the Lta case, this loss attempts to discriminate
between positive or true embedding pairs and imposter or
negative pairs within each batch. Using two separate parts,
the space of positive and negative samples is enumerated
separately: in one case, a given text sample is paired with
various negative audio samples. In the second case, an audio
sample is paired with various negative text samples. (i, j,
k) are various indices of video clips in a given batch. δ is
a margin hyperparameter that is empirically selected. By
projecting all features to the same space and ensuring that
their similarities are maximized pairwise, this formulation of
the pairwise contrastive loss ensures that the features across
different modalities are comparable.

3.2. Clustering Multimodal Features

To ensure that representations of semantically related in-
stances are close in the learned joint multimodal space, in ad-
dition to contrastive loss described above, a self-supervised
clustering step is included as part of the training process.
Online K-means clustering. We applied standard cluster-
ing algorithm k-means that takes a set of vectors as input, in



our case, the features M produced by the fused multimodal
feature:

M = (f(v) + g(a) + h(t))/3 (4)

where we take the mean over embeddings from three modal-
ities to represent a multimodal instance. We cluster them
into k distinct groups. More precisely, it outputs a d× k cen-
troid matrix C = {µ1, .., µk} and the cluster assignments
yn of each multimodal instance n are defined by solving the
following problem:

min
C∈Rd×k

1

N

N∑
n=1

min
yn∈{0,1}k

∥Mn − Cyn∥22 (5)

We then acquire a centroid matrix C∗ and a set of assign-
ments (y∗n)n≤N . Unlike pseudo-labels-based methods [10]
that only make use of the assignments (labels), we make
use of the centroid matrix for semantic learning. To cover
variant semantic information for clustering, we use features
from the previous batches to gather sufficient instances for
online learning.
Semantic centroid learning. To learn the features closer to
its multimodal semantic centroids. We proposed to use the
centroid as a contrastive loss reference target. This target
pulls the features from three modalities closer to the centroid
that is close to their multimodal instance feature Mn and
pushes the features far away from the other centroid. For
each modality, for example, the text modalities, the individ-
ual loss Lt is in turn given as:

Lt = − 1
B

B∑
i=1

log eh(ti)·µ′−δ

K∑
k=1

eh(ti)·µk

(6)

where µ′ is the nearest centroid for the multimodal instance
feature Mi and µ′. We later sum over the loss from three
modalities:

LCluster = Lv + La + Lt (7)

In the end, the projected features learn to be closer to its
centroid feature among the three and also learns to be closer
in similar semantics.
Multimodal features reconstruction. Reconstruction can
help in capturing features that are suppressed by contrastive
learning/clustering [14]. In a video of chopping onions, with
both the sound of chopping in the background as well as
the speech/text with the word onion in the foreground, it is
possible that contrastive learning/clustering will focus more
on associating the video with either the sound (background)
or the speech (foreground), but not both. We hypothesize
that the reconstruction loss will force the capture of features
from both background and foreground, which is important
for retrieval/other downstream tasks. Reconstruction is also
an auxiliary task that helps regularize training and improve

generalization [27]. We performed a reconstruction loss on
top of the common space features from three modalities to
stabilize the feature training during clustering. For each
modality, for example, the visual modalities, the individual
loss Lv′ is in turn given as:

Lv′ = − 1
B

B∑
i=1

∥f ′(v)− f(v)∥2 (8)

where f ′(v) represented the reconstructed features by feed-
ing v into two linear layers as encoder and decoder. We then
sum the loss over each modality:

LReconstruct = Lv′ + La′ + Lt′ (9)

4. Experiments
4.1. Implementation details

For the visual branch of the proposed MCN model we
follow [33] and use pre-trained 2D features from a ResNet-
152 model [23] trained on ImageNet [15] to extract features
at the rate of one frame per second, along with pre-trained
3D features from a ResNeXt-101 model [20] trained on Ki-
netics [12] to obtain 1.5 features per second. The video clip
features were computed by concatenating the 2D and 3D
features into a 4096 dimension vector and max-pooling the
features over time. For the audio branch of the network, we
compute log-mel spectrograms and use a pre-trained DAV-
Enet model [21] to extract audio features. For the textual
branch, the feature extraction process proposed in [33] is
adopted to extract text representations: a GoogleNews pre-
trained Word2vec model [34] provides word embeddings,
followed by a max-pooling over words in a given sentence
to extract a sentence embedding. Note that all backbones
are fixed, and they are not fine-tuned during training. Each
feature extraction branch is followed by a separate fully-
connected layer and a gated unit for projecting the features
in a common embedding space. To allow for pairwise com-
parisons, features from each of the different modalities are
set to be 4096-dimensional vectors. More details can be
found in the supplement.

4.2. Datasets

Training Dataset. Our models are trained on the
HowTo100M [33] instructional video dataset, which con-
tains 1.2M videos along with their corresponding audio that
consists of speech and environmental sound and automati-
cally generated speech transcriptions.
Downstream Datasets. The YouCook2 [44] dataset con-
tains 3.5K cooking instruction video clips with text descrip-
tions collected from YouTube. Unlike Howto100m dataset,
text descriptions in YouCook2 are human-annotated. The
MSR-VTT [42] dataset contains 200K human annotated
video clip-caption pairs on various topics. We use the same



YouCook2 MSRVTT

Method Mod Model TR R@1 R@5 R@10 R@1 R@5 R@10

Random - - 0.03 0.15 0.3 0.01 0.05 0.1
Miech [33] VT R152+RX101 N 6.1 17.3 24.8 7.2 19.2 28.0
MDR [3] VT R152+RX101 N - - - 8.0 21.3 29.3
MIL-NCE* [32] VT R152+RX101 N 8.1 23.3 32.3 8.4 23.2 32.4
MCN (ours) VAT R152+RX101 N 18.1 35.5 45.2 10.5 25.2 33.8

MDR [3] VT R152 N - - - 8.4 22.0 30.4
ActBERT [45] VT R101+Res3D N 9.6 26.7 38.0 8.6 23.4 33.1
SSB [35] VT R(2+1)D-34+R152 N - - - 8.7 23.0 31.1

MMV FAC [1] VAT TSM-50x2 Y 11.7 33.4 45.4 9.3 23.0 31.1
MIL-NCE [32] VT I3D-G Y 11.4 30.6 42.0 9.4 22.0 30.0
MIL-NCE [32] VT S3D-G Y 15.1 38.0 51.2 9.9 24.0 32.4

Table 1: Comparison of text-to-video retrieval systems. Mod
indicates modality used, where V: video, A: audio, T: text.
TR indicates if a trainable backbone is used or not.

CrossTask MYT

Method Mod Model TR Recall IOD IOU Recall IOD IOU

CrossTask [46] VT R152+I3D N 22.4 - - - - -
CrossTask [46] VT R152+I3D N 31.6 - - - - -
Mining: GRU [26] VT TSN N - - - - 14.5 7.8
Mining: MLP [26] VT TSN N - - - - 19.2 9.8

Miech [33] VT R152+RX101 N 33.6 26.6 17.5 15.0 17.2 11.4
MIL-NCE* [32] VT R152+RX101 N 33.2 30.2 16.3 14.9 26.4 17.8
MCN (ours) VAT R152+RX101 N 35.1 33.6 22.2 18.1 32.0 23.1

ActBERT [45] VT R101+Res3D N 37.1 - - - - -
ActBERT [45] VT + Faster R-CNN N 41.4 - - - - -

MIL-NCE [32] VT I3D-G Y 36.4 - - - - -
MIL-NCE [32] VT S3D-G Y 40.5 - - - - -

Table 2: Evaluation of temporal action localization systems.

test set with 1K video clip-caption pairs constructed in [33]
in our experiments. The CrossTask [46] dataset contains
2.7K instructional videos that cover various topics.The ac-
tion steps and their order for each task were collected from
wikiHow articles with manual annotation for each frame. The
Mining Youtube [26] dataset focuses on YouTube videos
for five simple dishes.The test set contains 250 cooking
videos, 50 of each task, that are densely annotated, i.e. each
frame is labeled with its respective action class.

4.3. Downstream Tasks

To demonstrate the effectiveness of the proposed model,
we evaluate embeddings derived from the network in two
downstream tasks: text-to-video retrieval and temporal ac-
tion localization. We focus on the zero-shot task because we
want to access the quality of the cross-modal semantic em-
bedding that was learned during training. When performing
retrieval using our model, we compare the query text features
with the video and audio features by computing similarity
for both and using the average. For action localization, we
compute the same distance of the video-audio pair of each
frame to each respective label embedding and are so able to
align video frames to each of the provided action steps.
Text-to-Video Retrieval. The goal of this task is to retrieve

the matching video from a pool of videos, given its ground
truth text query description. The model is tested on two video
description datasets and evaluated on recall metrics: R@1,
R@5, R@10. These evaluations are used to demonstrate
the effectiveness of the contrastive loss and learned joint
embedding space across three modalities.
Text-to-Full Video Retrieval. The conventional text-to-
video retrieval task attempts to match a caption (or ground-
truth text query) to a single video clip. Since a single caption
can refer to many individual clips within a dataset, this task
is limiting. To this end, we propose the task of text-to-full
video retrieval where the goal is to match a set of captions (or
text queries) describing multiple parts of a video to an entire
video. This is a more realistic task than single clip retrieval
since various real-world applications require retrieving en-
tire videos from complex textual queries. We evaluate on
YouCook2 dataset with recall metrics: R@1, R@5, R@10.
Temporal action localization. We further evaluate our
model on two temporal action localization tasks. The
CrossTask [46] dataset considers the task of clip level action
detection. Here, an unordered set of action labels is given
for a set of clips of the same video, and clips have to be
classified with the respective action labels. The performance
is reported as recall and computed as a ratio of the correctly
predicted clips over the total number of clips in the video as
used in [46]. The MiningYoutube [26] dataset considers the
task of frame-level temporal action segmentation.Here, each
test video is provided together with the respective actions
and their ordering, including the background. The goal is to
find the correct frame-wise segmentation of the video given
the action order. We follow the inference procedure out-
lined in [26] to compute the alignment given our similarity
input matrix. The dataset employs two evaluation metrics:
intersection over detection (IoD) [9], defined as G∩D

D : the
ratio between the intersection of ground-truth action G and
prediction D to prediction D, and the Jaccard index, which
is an intersection over union (IoU) given as G∩D

G∪D .

4.4. Comparison with State-of-the-art Methods

Zero-shot Video Retrieval. We first examine the results of
the text-to-video retrieval task on the YouCook2 and MSR-
VTT datasets (Table 1). We compare only with baseline
models that were not fine-tuned on the respective dataset
for a fair comparison. To allow comparability between dif-
ferent approaches, we use a fixed visual feature extraction
backbone as described in [33] whenever possible. For the
baseline MIL-NCE* [32], we apply their training strategy on
the same visual feature set we use, ResNet-152 (R152) and
ResNeXt-101 (RX101) [33]. On YouCook2, our model sig-
nificantly outperforms prior works on the same architecture
and shows even competitive results compared to models with
trainable visual backbone (TR). Our method also performs
better than the other baselines on MSR-VTT. The gains are,



CrossTask

Method NMI ↑ ARI ↑ Acc. ↑ ⟨H⟩ ↓ ⟨pmax⟩ ↑

Random 3.2 3.2 9.4 1.30 47.5
Miech et al. [33] 61.8 46.1 57.0 0.39 81.5
MIL-NCE* [32] 62.0 45.6 56.7 0.37 82.4

MCN (ours) 65.5 48.5 57.6 0.34 83.8

Table 3: Performance on clustering metrics on the CrossTask
dataset evaluated by GT text annotations on video segments.

however, not as significant as on YouCook2. We attribute
this to the fact that neither the available audio nor the textual
description is instructional in nature and, therefore, semanti-
cally further away from our training set.
Zero-shot Action Localization. We examine the action
localization tasks on the CrossTask and the MiningYouTube
dataset in Table 2. For CrossTask, given each frame in the
video, we perform a zero-shot classification of the given
labels and calculate the recall. In this zero-shot setting, the
model computes video text similarity to localize action step
labels similar to [33]. Our method outperforms state-of-the-
art approaches for self-supervised learning [32, 33] and a
fully supervised approach [46] especially in the IOU and
IOD metrics, which also consider false-positive predictions
from the background class as an action step. Approaches
in [33] and MIL-NCE* [32] are directly comparable with
our method since they use the same feature extractor as us.
In contrast, MIL-NCE [32] uses a stronger video backbone
and [45] uses additional feature modalities such as region
features along with a stronger language model. We also
evaluate our model on the MiningYoutube [46] temporal
action localization benchmark. Our method outperforms
state-of-the-art approaches for both self-supervised [32, 33]
and weakly supervised [26] learning. More settings, includ-
ing data and computing resources for each model, are in the
supplement.
Clustering Metrics. We further evaluate our system with
respect to various clustering metrics as proposed by [5]. Re-
sults are shown in Table 3. The definition of each metric is
included in the supplement. It shows that our learned mul-
timodal features are closer to the ground-truth distribution
and have higher purity within the cluster.

4.5. Full Video Retrieval

To address the problem of full video retrieval from a
set of captions, we divide each video into a set of clips,
which are compared with the queries. We evaluate three
different methods: In majority vote over clip predictions,
we obtain the top-k predictions of each clip/caption pair as
votes and select the video which has the majority of votes.
For majority vote over videos, the maximal prediction over
all the clips of a video is taken for each caption to obtain

Method Prediction R@1 R@5 R@10

Random - 0.23 1.15 2.32

MCN (ours) MV-Clip 38.8 67.4 76.8
MCN (ours) MV-Video 38.8 67.7 78.4
MCN (ours) Caption Avg. 53.4 75.0 81.4

Miech et al. [33] Caption Avg. 43.1 68.6 79.1
MIL-NCE* [32] Caption Avg. 46.6 74.3 83.7

Table 4: Comparison of Text-to-Full Video retrieval systems
on the YouCook2 dataset. The prediction column denotes the
method used to obtain video-level predictions: majority vote
over clips (MV-Clip), majority vote over videos (MV-Video),
and caption averaging (Caption Avg.).

Loss YR10 MR10 CTR MYT-IOU
NCE 39.2 33.5 33.9 21.5
MIL-NCE 40.0 33.0 33.7 21.1
MMS 43.7 32.9 34.3 22.1
MMS + Cluster 44.3 33.7 34.5 22.6

MMS + Cluster + Reconstruct 45.2 33.8 35.1 23.1

Table 5: Ablation study on different loss including the se-
lection of contrastive learning loss, the additional clustering,
and reconstruction loss.

video/caption pairs. Then, the top-k of these predictions
are selected as votes, and the video with the most votes is
predicted. Lastly, our caption averaging method involves
obtaining the maximal prediction over all the clips of a video
is taken for each caption and then averaging over the set of
captions in a query. This gives a single prediction for the
entire video.

We examine the results of the text-to-full video retrieval
task on the YouCook2 dataset (Table 4). Of the three meth-
ods to obtain full video predictions, the caption averaging
achieves better results than both majority voting schemes.
Furthermore, we find that our method outperforms prior
works on this task with a 6.8% improvement on R@1. Since
we obtain full video predictions, we also perform full-video
classification on the CrossTask dataset using the set of sub-
task labels as the set of query captions, where we achieve a
top-1 accuracy of 68.7%.

4.6. Ablation Studies

To better understand the contributions of various algo-
rithmic design choices used to build the proposed MCN
model, we perform a set of ablation studies on the following
downstream tasks: YouCook2 R@10 (YR10), MSR-VTT
R@10 (MR10), CrossTask average recall (CTR) and Min-
ingYoutube IOU (MY-IOU). For each setting, we use the
same feature extractor for three modalities as described in
Sec 4.1 for a fair comparison. More ablations are in the
supplement.



Figure 4: Qualitative results for the text-to-video retrieval task on YouCook2. Top-ranked clips show a high similarity to the
described task as well as among each other without being too visually similar.

Figure 5: t-SNE visualizations on the CrossTask dataset for
the task of ”Make French Toast”. Best viewed in color.

Method Target Labels YR10 MR10 CTR MYT-IOU
Sinkhorn Swap hard 39.0 33.4 33.6 21.1
Sinkhorn Swap soft 41.8 33.9 34.5 22.1
Sinkhorn Joint hard 44.4 33.4 34.6 21.1
Sinkhorn Joint soft 43.6 32.4 34.1 21.6
K-means Swap hard 41.3 32.8 33.2 21.0
K-means Joint hard 44.3 33.1 34.6 21.4

K-means Centroid hard 45.2 33.8 35.1 23.1

Table 6: Ablation study on different clustering pipelines with
various methods, loss prediction target, and label types.

Selection on different losses. In our first set of experi-
ments, we find the proposed clustering is crucial not only
for clustering-related tasks but also for retrieval (MSR-VTT)
tasks as shown in Table 5. This validates our hypothesis that
semantically close instances should be clustered closely in
the joint embedding space. Also, the selection of contrastive
loss (MMS) shows better results in our model.
Different choices of clustering methods. We evaluate the
performance of (1) Selection of different clustering methods
such as Sinkhorn clustering [6] and K-means [4]. (2) Differ-
ent prediction targets such as using swap prediction, which
uses the pseudo label of other modalities for prediction tar-
get as [11, 2]. Or using the mean feature pseudo label as a
joint prediction for three modalities. Also, using the centroid
of the cluster as the target. (3) Different prediction labels,
including hard labels (one-hot) or soft labels (continuous).
Detailed descriptions are included in the supplement. As
shown in Table 6, our method encourages each modality fea-
ture to move closer to the semantic centroid, which improves

performance by explicitly encouraging semantically close
features from different domains to cluster together.

4.7. Qualitative Analysis

We perform a qualitative analysis with the model’s ability
to do zero-shot text-to-video retrieval shown in Figure 4.
Given an open-vocabulary caption, our model can retrieve
the correct corresponding video segment. We also visualize
the efficacy of using multimodal embeddings (concatenated
video and audio representations) over using only visual em-
beddings. Representations from the CrossTask dataset are
visualized using t-SNE plots. We observe that with multi-
modal features as Figure 5 (b), semantically related instances
(based on ground truth classes) tend to be more tightly related
than uni-modal visual features trained from contrastive loss
(a) that appear more spread out. Also, multimodal features
are clearly more separable for different actions.

5. Conclusions

We have developed a novel self-supervised multimodal
clustering network that learns a common embedding space
by processing local (via a contrastive loss) and global (via a
clustering loss) semantic relationships present in multimodal
data. The multimodal clustering network is trained on a large
corpus of narrated videos without any manual annotations.
Our extensive experiments on multiple datasets show that
creating a joint video-audio-language embedding space with
a clustering loss is essential for self-supervised learning of
good video representations. Our approach can be extended
to more modalities such as optical flow or sentiment features
and applied to other multimodal datasets for learning joint
representation spaces without human annotation.
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