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Abstract
Most existing works in few-shot learning rely on meta-

learning the model on a large base dataset which is typi-
cally from the same domain as the target dataset. We tackle
the problem of cross-domain few-shot learning where there
is a large shift between the base and target domain. We
propose a simple solution to utilize unlabeled images from
the novel/base dataset. We calculate pseudo soft-label from
the weakly-augmented version of the unlabeled image and
compare it with the strongly augmented version. We also
minimize the supervised cross-entropy loss for the labeled
base dataset at the same time. We show that the proposed
network learns representation that can be easily adapted to
the target domain even though it has not been trained with
target-specific classes during the pretraining phase. Our
model outperforms the current state-of-the art method by
2.7% for 5-shot and 3.6% for 1-shot classification in the
BSCD-FSL benchmark.

1. Introduction
The tremendous success of deep learning in visual recog-

nition tasks is, to a great extent, attributed to the availability
of large scale labeled datasets. While humans can recog-
nize an object by looking only at a few examples, mod-
ern deep neural networks require hundreds or thousands
of images for each category to achieve human-level visual
recognition capability. This has led to the research on few-
shot learning which aims at learning from a much smaller
dataset. In a typical few-shot learning setting, there are two
stages: meta-training and meta-testing. In the meta-training
stage, a base dataset with labeled images is provided to train
the model. In the meta-testing stage, the learned model is
quickly adapted to a set of novel classes with only a few
examples per class (the support set) and evaluated on a set
of test images from the same novel classes (the query set).
The base classes and novel classes are typically disjoint, but
the images are obtained from the same domain. However,
in many real world settings, training the model on a base
dataset from the same domain as the target dataset is dif-

ficult and infeasible. Guo et al. proposed a cross-domain
few-shot benchmark, BSCD-FSL, which contains datasets
from extremely different domains. The benchmark shows
that traditional pretraining and finetuning outperforms more
complicated meta-learning based few-shot learning meth-
ods by a great margin.

In real-world scenarios, the target domain should have
many unlabeled images, and it might be beneficial to use
the unlabeled data to learn more target domain specific rep-
resentations. One potential solution is to use self-supervised
representation learning. However, as pointed out by [9],
plain self-supervised learning struggles to outperform the
naive transfer learning baseline. We propose a pretraining
strategy using both the base dataset and unlabeled images
from the target domain to learn a representation that can
be easily adapted to the few-shot task. We show that la-
beled images from the base dataset are still important to
learn generic image features, and images from the target
domain, even if unlabeled, can help developing more target
domain specific representations. Our main contribution is a
simple approach to train a model for cross-domain few-shot
learning using the unlabeled images from the target domain.
Our method significantly outperforms the current state of
the art in the BSCD-FSL benchmark with unlabeled images
by 2.7% for 5-shot and 3.6% for 1-shot learning in terms of
average top-1 accuracy. Figure 1 illustrates our approach.

2. Related Work
Few-shot learning methods can be divided into three

broad categories - generative [18], metric-base [11, 15, 13]
and adaptation-based [4, 6]. Guo et al. [2] proposed a cross-
domain few-shot learning benchmark, and noted that exist-
ing state-of-the-art approaches fail to achieve good accu-
racy on this benchmark. One potential solution could be to
use an unlabeled dataset from the target to learn represen-
tations that are adaptable to a completely different domain.
Many approaches also explored few-shot learning with un-
labeled data [5, 7, 10]; however, most of these still assume
a smaller gap between the base and target domains. Re-
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Figure 1: Diagram of our approach. In the pretraining stage, we use both the labeled base dataset and the unlabeled target dataset to learn
the feature extractor fφ. During the few-shot evaluation stage, we use the frozen feature extractor fφ to learn a linear header Cθ on the
support set and test on the query set.

cently, Phoo et al. [9] proposed STARTUP, which learns by
self-training a source domain specific representation on the
unlabeled target data. Our method is inspired from their
insight that a classifier pretrained on the base domain can
induce a grouping on the target domain, even though the
unlabeled target images might be from a completely dif-
ferent domain. One major difference between STARTUP
and our approach is that STARTUP uses a pretrained fixed
teacher and learns a student model by self-distillation. We
argue that the fixed teacher might not be adaptive enough
to learn a representation for the target dataset. We adopt
a dynamic approach similar to FixMatch [12] by imposing
consistency regularization. However, while FixMatch is a
semi-supervised technique where the unlabeled data is as-
sumed to be from the same domain, our approach is appli-
cable to the cross-domain few-shot learning problem.

3. Method
Problem Formulation. A few-shot learning task consists
of a support set S, which containing K data points from N
classes for N -way K-shot task, and a query Q = {xi}mi=1

consisting of data points only from the N classes of the
support set. The goal is to classify the query points with
the help of the labeled support set. In the typical few-shot
learning setting, (1) an embedding is learned from the
base/source dataset DS , (2) a linear classifier is learned
on top of the fixed embedding on the support set, and (3)
the classifications of the query data points are determined.
The difference between the typical few-shot learning setup
and cross-domain few-shot learning is that the base/source
dataset is drawn from a very different domain than the
target domain. In our setting, we are additionally provided
unlabeled data points DU = {xi}NU

i=1 from the target
domain. Given the base dataset DS , and an unlabeled
set DU , we need to learn an embedding that can extract
a representation that can be used for few-shot learning

evaluation in the target-domain.

Approach. Denote the embedding network as fφ that
embeds an input image x to a d-dimensional vector fφ(x).
We add a classifier header Cψ on top of fφ, which predicts
nc logits from the embeddings, where nc is the total num-
ber of classes in the base dataset. Since the labels of the
data points of the base dataset are provided, we can learn
the embedding fφ and header Cψ by optimizing the super-
vised cross-entropy loss: lCE(yi, ỹi) = H(yi, ỹi), where
ỹi = Softmax(Cψ(fφ(xi))).

Given an image xi from the unlabeled set DU , we com-
pute the model’s prediction from a weakly-augmented ver-
sion (denoted as xwi ) and from a strongly-augmented ver-
sion (denoted as xsi ) of the unlabeled image :

ywi = stopgrad(Softmax(Cψ(fφ(x
w
i ))/τ)) (1)

ysi = Softmax(Cψ(fφ(x
s
i ))) (2)

where τ is a sharpening parameter. Note that we do not let
gradient pass through ywi which is denoted as stopgrad
operation. We minimize the cross-entropy loss function
lU (y

w
i , y

s
i ) = H(ywi , y

s
i ) that works like a consistency reg-

ularizer so that the network predicts similar scores for dif-
ferent augmented versions of the image. It is important that
we apply stopgrad to the weakly-augmented version and
make output of the strongly-augmented image similar to the
output of the weak-augmentation. See Sec. 4.1 for details.
The total loss function is:

L =
1

NS

∑
(xi,yi)∈DS

lCE(yi, ỹi) +
1

NU

∑
xi∈DU

lU (y
w
i , y

s
i )

(3)

4. Experiments
Dataset. We use the BSCD-FSL benchmark [2], which
contains novel data from CropDisease [8], EuroSAT [3],
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EuroSAT CropDisease ChestX ISIC
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MAML∗ - 71.70±.72 - 78.05±.70 - 23.48±.48 - 40.13±.58
ProtoNet∗ - 73.29±.71 - 79.72±.79 - 24.05±1.01 - 39.57±.57
MetaOpt∗ - 64.44±.73 - 68.41±.73 - 22.53±.91 - 36.28±.50

Transfer† 60.73±.86 80.30±.64 69.97±.85 90.16±.49 22.71±.40 26.71±.46 30.71±.59 43.08±.57
SimCLR † 43.52±.88 59.05±.70 78.23±.83 92.57±.48 22.10±.41 25.02±.42 26.25±.53 36.09±.57
STARTUP (no SS)† 62.90±.83 81.81±.61 73.30±.82 91.69±.47 22.87±.41 26.68±.45 32.24±.62 46.48±.61
STARTUP† 63.88±.84 82.29±.60 75.93±.80 93.02±.45 23.09±.43 26.94±.45 32.66±.60 47.22±.61

Transfer 58.95±.86 80.39±.60 69.95±.88 89.85±.51 21.62±.39 25.19±.44 31.62±.58 44.89±.58
Ours 69.08±.82 88.26±.46 83.22±.77 95.78±.34 22.85±.42 27.82±.44 34.84±.59 48.26±.56

Table 1: 5-way 1-shot and 5-shot scores on the BSCD-FSL benchmark datasets. The mean and 95% confidence interval of 600 runs are
reported. The ∗ indicates that the numbers are reported from [2] where no unlabeled data is used. The † are the numbers reported from [9],
which uses 20% of the original set as the unlabeled dataset. We also use similar numbers of unlabeled images as [9]; however, the splits
might be different for random sampling.

ISIC [1], and ChestX [17]. The base dataset is mini-
ImageNet [16]. The novel datasets are chosen based on
increasing dissimilarity from the mini-ImageNet dataset.
Following [9], we randomly sample 20% of the data from
each novel dataset to construct the unlabeled set DU , and
the remaining images are used for evaluation, where we
perform 5-way 1-shot and 5-way 5-shot classification.
For evaluation metric, we report top-1 accuracy and 95%
confidence interval over 600 runs.

Implementation details. We use ResNet-10 as the back-
bone network [2, 9]. Our pretraining has two steps. In the
first step, we train our network only on the mini-ImageNet
dataset for 200 epochs. We use SGD with momentum
0.9, weight decay 1e-4, learning rate 0.01, batch size
32, and the cosine learning rate scheduler. In the next
step, we use the mini-ImageNet-pretrained network, and
use both the base dataset and the unlabeled dataset to
optimize the loss function in Eq. 3 for 60 epochs. The
sharpening temperature is set to 0.1. For the base images
and weakly-augmented unlabeled images, we use the
random-resize-crop, horizontal flip and normalization
augmentations. For strong augmentation, we additionally
use the color jitter, Gaussian blur, and random gray scale
transformations. The other hyperparameters are kept
the same. For few-shot evaluation, we learn a logistic
regression classifier on the support set, and evaluate on the
query set, similar to [2].

Results. Table 1 shows the performance comparison of
our approach with other methods on the BSCD-FSL bench-
mark. All models are trained on the mini-ImageNet dataset.
Performances for the meta-learning based methods are re-
ported from [2]. “Transfer” denotes the baseline trained
by cross-entropy loss on the base dataset. The scores for
“SimCLR” are reported from [9], which is trained only on
the unlabeled images. Only “STARTUP” [9] and our ap-

proach use the additional unlabeled dataset during the rep-
resentation learning phase. “STARTUP (no SS)” denotes
STARTUP without the contrastive loss, which is more com-
parable to our method. See [9] for details on STARTUP.

Our method outperforms all meta-learning-based ap-
proaches by a significant margin at all settings. Moreover,
compared to Transfer, we achieve a 4.95% improvement for
5-shot classification on average. The performance improve-
ment on 1-shot is more significant; we achieve 6.96% im-
provement on average.

We outperform STARTUP by 5.97% on EuroSAT, 2.76%
on CropDisease, 0.88% on ChestX, and 1.04% on ISIC for
5-way 5-shot classification. The performance improvement
is also quite significant for 1-shot classification; specifically,
our method achieves 7.3% more accuracy than STARTUP
on CropDisease. We only perform 0.24% worse on the
ChestX dataset for the 1-shot. Considering that our method
does not use any self-supervised training or distillation,
the performance improvement is impressive. Note that
STARTUP uses a fixed teacher to extract pseudo-labels for
the unlabeled images, whereas we extract pseudo labels
from the weakly-augmented images from the same network
that is being trained. In that sense, our model works like a
dynamic teacher, where the pseudo labels get more refined
as training progress. We hypothesize that the superior per-
formance might be attributed to the dynamic approach of
our model over STARTUP.

4.1. Ablation Studies
We perform several ablation studies of different compo-

nents of our approach. All scores are reported for 5-way
5-shot evaluation.
Percentage of unlabeled data. Fig. 2a shows the aver-
age 5-shot accuracy for different amounts of the unlabeled
dataset during the pretraining phase. As expected, more in-
formation from the unlabeled dataset helps to learn better
representations on the target domain. For example, the av-
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(a) (b) (c)
Figure 2: Ablation studies for (a) amount of unlabeled data, (b)
effect of sharpening temperature, and (c) data augmentation on
unlabeled images. The Y-axis represents average top-1 accuracy
(%) on the four benchmark datasets for 5-shot classification.

EuroSAT CropDisease ChestX ISIC

Ours 88.26±.46 95.78±.34 27.82±.44 48.26±.56
Ours(w/o base) 62.82±.76 49.87±.77 24.59±.42 35.14±.51
Ours(w/o stopgrad) 78.84±.65 85.76±.58 24.37±.41 44.35±.58
Ours(1-step) 86.16±.52 87.28±.49 25.11±.48 46.10±.59

Table 2: Ablation studies on different settings. Mean and 95%
confidence interval over 600 runs.

erage accuracy increases by more than 1% if we use 80% of
the dataset as the unlabeled set.
Is sharpening necessary? We perform ablation on the
sharpening temperature in Fig. 2b. Note that τ = 1 de-
notes no sharpening. The results suggest that sharpening
increases the average accuracy by at least 1%.
Effect of data augmentation. On the unlabeled images,
we apply two types of augmentation: weak augmentation
to extract pseudo labels and strong augmentation to im-
pose consistency regularization. This setting is denoted as
“weak-strong” (w-s). We also show results with “weak-
weak” (w-w) and “strong-strong” (s-s) augmentation set-
tings in Figure 2c. The worst performing is the “w-w” set-
ting. Imposing strong augmentation improves the accuracy.
Effect of base dataset. We perform experiments with-
out the first term in Eq. 3, i.e., we train the network on the
base dataset first and then train only on the unlabeled im-
ages (without joint training on the base dataset), denoted as
“Ours (w/o base)”. Table 2 shows that the performance of
“Ours (w/o base)” is poor, suggesting that the representa-
tion related to the labeled base dataset is still helpful to the
target domain.
Importance of stop-gradient. In Table 2, “Ours (w/o stop-
grad)” denotes the results without stop-gradient applied to
the class score from the weakly-augmented unlabeled im-
ages. Without stop-gradient, the accuracy decreases.
Training without pretrained model on base dataset. We
perform 2-step training during the representation learning
phase - we first train the model on mini-IN only, and then
jointly train on mini-IN and unlabeled images. In Table
2, “Ours(1-step)” denotes training on the unlabeled images
and mini-IN from scratch, which performs worse than 2-
step training. Our assumption is that the proposed model

EuroSAT CropDisease ChestX ISIC

Ours-EuroSAT 88.26±.46 89.20±.56 25.11±.42 47.11±.61
Ours-CropDisease 82.04±.61 95.78±.34 25.63±.44 47.44±.61
Ours-ChestX 79.81±.62 89.51±.54 27.82±.44 44.17±.58
Ours-ISIC 80.71±.64 87.87±.60 26.58±.43 48.26±.56
Ours-all 83.87±.54 87.40±.56 28.71±.46 46.63±.59

Table 3: Effect of unlabeled datasets from a different domain than
the target dataset. “Ours-X” denotes that we use base and “X”
dataset during pretraining. “Ours-all” denotes that we use unla-
beled images from all four target datasets.

(a) Transfer (b) Ours (c) Transfer (d) Ours
Figure 3: t-SNE plot of 10 classes from CropDisease (a & b) and
EuroSAT (c & d) test sets with features obtained from Transfer
and our method.

is also like self-training where a well-trained teacher is
needed. Moreover, the mini-IN pretraining provides a good
initialization for constructing pseudo-labels.
Different unlabeled data. Table 3 reports the few-shot
accuracy when our model is trained on different unlabeled
datasets. The best accuracy is achieved when the unlabeled
data and target data are from the same domain. Even if the
unlabeled data consists of images from multiple domains
including the target domain (denoted as “Ours-all”), it still
significantly under-performs the base model.
Quantitative analysis. Fig. 3 shows t-SNE plots [14]
from 10 representative classes from the CropDisease and
EuroSAT datasets. We compare the embeddings extracted
from “Transfer” and our approach. We see that our method
creates better grouping on the embeddings of the target
datasets, even though we do not use any labels for the target
dataset during pretraining.

5. Conclusion
We introduced a novel approach to utilize unlabeled data

from the target domain for cross-domain few-shot learning.
Experiments show that our method achieves state-of-the-art
results in the BSCD-FSL benchmark for both 1-shot and 5-
shot classification. Future work can be focused on applying
our approach in each task during meta-testing so that the
model can learn more category-specific representations.
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