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ABSTRACT

Most traditional video summarization methods are designed to generate effective summaries for single-view videos, and thus they cannot fully exploit the complicated intra- and inter-view correlations in summarizing multi-view videos. In this paper, we introduce a novel framework for summarizing multi-view videos in a way that takes into consideration both intra- and inter-view correlations in a joint embedding space. We learn the embedding by minimizing an objective function that has two terms: one due to intra-view correlations and another due to inter-view correlations across the multiple views. The solution is obtained by using a Majorization-Minimization algorithm that monotonically decreases the cost function in each iteration. We then employ a sparse representative selection approach over the learned embedding space to generate the summaries. Experiments on several multi-view datasets demonstrate that the proposed approach clearly outperforms the state-of-the-art methods.

Index Terms— Video Summarization, Sparse Coding, Frame Embedding

1. INTRODUCTION

Summarizing a video sequence is of considerable practical importance as it helps the user in several video analysis applications like content-based search, interactive browsing, retrieval and semantic storage, among others. There is a rich literature in computer vision and multimedia developing a variety of ways to summarize a single-view video in form of a key-frame sequence or a video skim (see below for details). However, another important problem but rarely addressed in this context is to find an informative summary from multi-view videos. Similar to the single-view summarization problem, the multi-view summarization approach seeks to take a set of input videos captured from different cameras and produce a reduced set of output videos or key-frame sequence that presents the most important portions of the inputs within a short duration.

Summarizing multi-view videos is different from single-view videos in two important ways. First, these videos have large amount of inter-view content correlations along with intra-view correlations. Second, different environmental factors like difference in illumination, pose and synchronization issues among the cameras also pose a great challenge in multi-view settings. So, methods that attempt to extract summary from single-view videos usually do not produce an optimal set of representatives while summarizing multi-view videos.

Prior Work. Various strategies have been studied for summarizing single-view videos, including clustering [5, 6], attention modeling [7], super frame segmentation [8], temporal segmentation [9], crowd-sourcing [10], storyline graphs [11], submodular maximization [12, 13], point process [14], and maximal biclique finding [15]. Generating personalized summaries is another recent trend for video summarization [16, 17]. Interested readers can check [18, 19] for a more comprehensive summary.

To address the challenges encountered in a multi-view camera network, some state-of-the-art approaches use random walk over spatio-temporal shot graphs [1] and rough sets [2] to summarize multi-view videos. A very recent work in [4] uses optimum path forest clustering to solve the problem of summarizing multi-view videos. An online method for summarization can also be found in [3]. The work in [20, 21] also addresses a similar problem of summarization in multi-camera settings with non-overlapping field of views.

More recently, there has been an growing interest in using sparse coding (SC) to solve the problem of video summarization [22, 23, 24, 25] since the sparsity and reconstruction error term in SC naturally fit into the problem of summarization. Specifically, the summary length should be as small as possible and at the same time, the original video should be reconstructed with high accuracy using the extracted summary. These approaches can be used to summarize multi-view videos in two straightforward ways. First, by applying SC to each view of the multi-view videos, and then combining the results to produce a single summary and second, by simply concatenating all the multi-view videos into a long video along the time line and then generating a single video summary. However, both of the strategies fail to exploit any statistical interdependencies between the views, and hence produces a lot of redundancies in the output summary.

Following the importance of multi-view correlations, we split the problem into two sub-problems, namely capturing the content correlations via an embedded representation and then applying sparse representative selection over the learned embedding space to generate the summaries. Specifically, our work builds upon the idea of subspace learning, which typically aim to obtain a latent subspace shared by multiple views by assuming that the input views are generated from this latent subspace [26, 27].
Contributions. To summarize, the main contributions of the paper are the following: (1) We propose a multi-view frame embedding method that is able to respect the relative positions of frames in different views. (2) We propose a sparse representative selection method for the learned embedding to summarize multi-view videos, which provides scalability in generating summaries (analyze once, generate many). (3) We demonstrate the effectiveness of our summarization approach on several multi-view datasets including both indoor and outdoor environments.

2. MULTI-VIEW FRAME EMBEDDING

Problem Statement: Consider a set of K different videos captured from different cameras, in a D-dimensional space where \( X^k = \{ x^k_i \in \mathbb{R}^D, i = 1, \ldots, N_k \}, k = 1, \ldots, K \). Each \( x^k_i \) represents the feature descriptor (e.g., color, texture) of a video frame in \( D \)-dimensional space. As the videos are captured non-synchronously, the number of frames in each video might be different and hence there is no optimal one-to-one correspondence that can be assumed. We use \( N_k \) to denote the number of frames in \( k \)-th video and \( N \) to denote the total number of frames in all videos.

Given the multi-view videos, our goal is to find an embedding for all the frames into a common space while satisfying the above constraints. Specifically, we are seeking a set of embeddings for all the frames into a common space while satisfying the total number of frames in all videos.

Modeling Multi-view Correlations: To achieve an embedding that preserves the above two constraints, we introduce two proximity matrices based on intra- and inter-view frame feature distances respectively. The intra-view proximity matrix is defined by \( P^k \) where \( P^k_{ij} \) measures the pairwise proximity between two frames \( i \) and \( j \) in the \( k \)-th view. Similarly, the inter-view proximity matrices are represented by \( P^{mn} \) where \( P^{mn}_{ij} \) denote the pairwise proximity between the \( i \)-th frame in view \( m \) and \( j \)-th frame in view \( n \).

Intra-view proximity should reflect spatial arrangement of feature descriptors in each view. Hence, we use a Gaussian kernel on the Euclidean distance between two frames to calculate the intra-view proximities, i.e.,

\[
P^{k}_{ij} = e^{-\frac{\| x^k_i - x^k_j \|^2}{2\sigma}},
\]

where \( \sigma \) is a scale parameter that determines the extent of similarity between any two frames. As suggested in [28], we set \( \sigma = \beta \cdot \max(E_d) \), where \( \beta \leq 0.2 \) and \( E_d \) is the set of all pairwise Euclidean distances between the frames.

One seemingly obvious choice for measuring the inter-view proximities is to use the same Gaussian kernel (Eq. 1) on the Euclidean distance between frames of two different videos. However, such a choice is not suitable for multi-view frame embedding as the proximities do not satisfy the exclusion principle [29]. The exclusion principle tries to maintain the local structure of a view while mapping frames from different views into the embedding space. Hence we use Scott and Longuet-Higgins (SLH) algorithm [29] over proximities generated with Gaussian kernel over two different views to enforce the exclusion principle. Notice that the proximity matrix \( P^{mn}_{ij} \) is not symmetric and there exists a hyper-symmetry structure, i.e., \( P^{mn} = P^{nmT} \).

Objective Function: The aim of the embedding is to correctly match the proximity score between two frames \( x_i \) and \( x_j \) to the score between the corresponding embedded points \( y_i \) and \( y_j \) respectively. Motivated by this observation, we reach the following objective function on the embedded points \( Y \), which needs to be minimized. The objective function is

\[
F(Y) = \sum_{k} \sum_{i,j} P^k_{ij} \ln \frac{P^k_{ij}}{Q^k_{ij}} + \sum_{m,n} \sum_{i,j} P_{ij} \ln \frac{P_{ij}}{Q_{ij}},
\]

where \( k, m \) and \( n = 1, \ldots, K \). \( Q \) denotes the matrix of proximities between the embedded points \( Y \). The first term of the objective function preserves the intra-view correlations whereas, the second term tries to preserve the inter-view correlations by bringing embedded points \( y_i^m \) and \( y_j^n \) close to each other if their pairwise proximity score \( P_{ij}^{mn} \) is high. The above function in Eq. 2 can be rewritten using one proximity matrix defined over the whole set of frames as:

\[
F(Y) = \sum_{m,n} \sum_{i,j} P_{ij} \ln \frac{P_{ij}}{Q_{ij}},
\]

where the total proximity matrix is defined as

\[
P_{ij} = \begin{cases} P^k_{ij} & \text{if } m = n = k \\ P^{mn}_{ij} & \text{otherwise} \end{cases}
\]

This construction defines a \( N \times N \) similarity matrix where the diagonal blocks represent the intra-view correlations and off-diagonal blocks represent inter-view correlations.

Given this construction, the objective function in Eq. 3 reduces to the problem of stochastic neighbor embedding [30, 31] of the frames defined by the proximity matrix \( P \). The normalized pairwise proximity matrix \( P \) can be considered as a joint probability distribution over the frames and the objective function minimizes the KL divergence between two probability distributions \( P \) and \( Q \). Similar to the \( t \)-distributed SNE (t-SNE) [31], we define the matrix of proximities \( Q_{ij} \) between the embedded points \( y_i \) and \( y_j \) as

\[
Q_{ij} = \frac{(1 + \|y_i - y_j\|^2)^{-1}}{\sum_{a \neq b} (1 + \|y_a - y_b\|^2)^{-1}}.
\]

Optimization: The objective function in Eq. 3 is not convex and gradient descent algorithm can be used to find the local solution. However, constant step sizes in gradient algorithms do not guarantee decrease of the objective; expensive line
searches are often needed to decrease the objective in successive steps. In contrast, algorithms such as Majorization-Minimization (MM) [32] would be guaranteed to monotonically decrease the cost in each update. MM algorithms are based on finding a tight auxiliary upper bound of a cost function and then minimizing the cost by analytically updating the parameters at each step. We therefore resort to a two phase Quadratification-Lipschitzation (QL) procedure [32] based MM algorithm to optimize Eq. 3.

3. SPARSE REPRESENTATIVE SELECTION

Once the frame embedding is over, our next goal is to find an optimal subset of all the embedded frames, such that each frame can be described as weighted linear combination of a few of the frames from the subset. The subset is then referred as the informative summary of the multi-view videos. Given the above stated goals, we formulate the following objective as the informative summary of the multi-view videos. Given few of the frames from the subset. The subset is then referred

\[ \Phi(C) = \frac{1}{2}\|Y - YC\|_F^2 + \lambda\|C\|_{2,1} \]  

(6)

where \( C \in \mathbb{R}^{N \times N} \) is the sparse coefficient matrix and \( \lambda \) is the regularization parameter that balances the weight of the two terms. \( \|C\|_{2,1} = \sum_{i=1}^{N} \|C_i\|_2 \) is the sum of \( \ell_2 \) norms of the rows of \( C \). The first term represents the error using the selected subset to reconstruct the whole set of frames and the second term follows that the minimization of Eq. 6 leads to a sparse solution for \( C \) in terms of rows, i.e., the sparse coefficient matrix \( C \) contains few nonzero rows which constitute the video summary. Notice that, unlike traditional sparse coding algorithms, the formulation in Eq. 6 is constrained to have a fixed basis selection range. In other words, we set the dictionary to be the matrix of same data points \( Y \). In video summarization, the fixed dictionary \( Y \) is logical as the representatives for summary should come from the original frame set. Notice that, our approach is also computationally efficient as the sparse coding is done in a lower-dimensional space and at the same time, it preserves the locality and correlations among the original frames which has a great impact on the summarization output.

Optimization: Eq. 6 involves convex but non-smooth terms due to the presence of \( \ell_{2,1} \) norm that require special attention. Proximal methods are specifically tailored towards it because of their fast convergence rate. It finds the minimum of a cost function of the form \( g(C) + h(C) \) where \( g \) is convex, differentiable but \( h \) is closed, convex and non-smooth. We use a fast proximal algorithm, FISTA [33] to solve Eq. 6 which maintains two variables in each iteration and then combines them to find the solution.

Scalability in Generating Summaries: Apart from indicating the representatives for the summary, the non-zero rows of \( C \) also provide information about the relative importance of the representatives for describing the whole videos. A higher ranking representative frame takes part in the reconstruction of many frames in the multi-view videos as compared to a lower ranked frame. This provides scalability to our summarization approach as the ranked list can be used as a scalable representation to provide summaries of different lengths as per user request (analyze once, generate many).

4. EXPERIMENTS

Datasets and Performance Measures: We conduct experiments using three publicly available multi-view datasets: (i) Office dataset captured with 4 stably-held web cameras in an indoor environment [1], (ii) Campus dataset taken with 4 handheld ordinary video cameras in an outdoor scene [1] and (iii) Lobby dataset captured with 3 cameras in a large lobby area [1]. We represent each video frame by a 256-dimensional feature vector obtained from a color histogram using HSV color space (16 ranges of H, 4 ranges of S, and 4 ranges of V) [5].

To provide an objective comparison, we use three quantitative measures on all experiments, including Precision, Recall and F-measure [1]. For all these metrics, the higher value indicates better summarization quality.

Implementation Details: For QL based MM algorithm, we set the parameters, as in [32] and kept constant throughout all experiments. We set the regularization parameter \( \lambda = \lambda_0/\mu \), where \( \mu > 1 \) and \( \lambda_0 \) is analytically computed from the input data \( Y \) [22]. Our approach can produce both static video summary in form of key frames or dynamic summary in form of video skims. For static summary, we extract the key frames based on the nonzero rows of \( C \) and the corresponding \( \ell_2 \) norm gives the relative importance of that frame. The generated key frames are then used to produce a skim based on the desired skim length. Moreover, one can also produce a video skim by segmenting the videos into shots and then finding the representative shots based on the nonzero rows to constitute the multi-view summary.

Compared Methods: We compare our approach with total of seven existing approaches including four baselines (ConcateAttention [7], ConcateSparse [22], Attention-Concate [7], SparseConcate [22]) that use single-view summarization approach over multi-view videos to extract summary and three state-of-the-art methods (RandomWalk [1], RoughSets [2], BipartiteOPF [4]) which are specifically designed for multi-view video summarization. The first two baselines (ConcateAttention, ConcateSparse) concatenate all the views into a single video and then apply attention model [7] and sparse coding [22] (i.e., applying Eq. 6 to the concatenated video without any embedding) respectively, whereas in the other two baselines (AttentionConcate, SparseConcate), the corresponding approach is first applied to each view and then the resulting summaries are combined to form a single summary. The purpose of comparing with single-view methods is to show that methods that attempt to extract summary from single-view videos usually do not produce an optimal set of representatives while summarizing multi-view videos. We employ the ground truth of important events reported in [1] for a fair comparison. In our approach, an event is taken to be cor-
Table 1. Performance comparison with several baselines including both single and multi-view methods applied on the three multi-view datasets. **P**: Precision in percentage, **R**: Recall in percentage and **F**: F-measure. Ours perform the best.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Office</th>
<th>Campus</th>
<th>Lobby</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>ConcateAttention [7]</td>
<td>100</td>
<td>38</td>
<td>55.07</td>
</tr>
<tr>
<td>ConcateSparse [22]</td>
<td>100</td>
<td>50</td>
<td>66.67</td>
</tr>
<tr>
<td>AttentionConcate [7]</td>
<td>100</td>
<td>46</td>
<td>63.01</td>
</tr>
<tr>
<td>SparseConcate [22]</td>
<td>94</td>
<td>58</td>
<td>71.34</td>
</tr>
<tr>
<td>RandomWalk [1]</td>
<td>100</td>
<td>61</td>
<td>76.19</td>
</tr>
<tr>
<td>RoughSets [2]</td>
<td>100</td>
<td>61</td>
<td>76.19</td>
</tr>
<tr>
<td>BipartiteOPF [4]</td>
<td>100</td>
<td>69</td>
<td>81.79</td>
</tr>
<tr>
<td>Ours</td>
<td>100</td>
<td>70</td>
<td>81.79</td>
</tr>
</tbody>
</table>

Comparison with Single-view Summarization: Despite our focus on multi-view summarization, we also compare our method with several mono-view summarization approaches (ConcateAttention, ConcateSparse, AttentionConcate, SparseConcate) to show their performance on multi-view videos. Table 1 reveals that our method significantly outperforms all the single-view baselines to generate high quality summaries. We observe that directly applying single-view summarization approaches over multi-view videos produce a lot of redundancies (simultaneous presence of most of the events) since they fail to exploit the complicated inter-view frame correlations present in multi-view videos. However, our proposed framework efficiently explores these correlations via an embedding to generate a more informative summary from multi-view videos.

Limited to the space, we only present a part of the summarized events for the Office dataset as illustrated in Fig. 1. The detected events are assembled along the time line across multiple views. Each event is represented by a key frame and is associated with a number, given inside a box below it, that indicates the view from which the event is detected. As an illustration, we have shown only eight events arranged in temporal order. As per the ground truth [1]: A₀ represents a girl with a black coat, A₁ represents the same girl with a yellow sweater and B₀ indicates another girl with a black coat. The sequence of events are: 1st: A₀ enters the room, 2nd: A₀ stands in Cubicle 1, 3rd: A₀ is looking for a thick book to read, 4th: A₀ leaves the room, 5th: A₁ enters the room and stands in Cubicle 1, 6th: A₁ goes out of the Cubicle, 7th: B₀ enters the room and goes to Cubicle 1, and 8th: B₀ goes out of the Cubicle.

Comparison with State-of-the-art Multi-view Summarization: Tab. 1 shows that the precision of our method as well as that of RandomWalk and BipartiteOPF are 100% for the Office and Lobby datasets and somewhat low for the Campus dataset. This is obvious since the Campus dataset contains many trivial events as it was captured in an outdoor environment, thus making the summarization more difficult. Still, for this challenging dataset, F-measure of our method is about 15% better than that of RandomWalk and 5% better than that of BipartiteOPF. Tab. 1 also reveals that while comparing to the very recent work BipartiteOPF, our method produces similar results for both Office and Lobby datasets but outperforms in the challenging Campus dataset both in precision and F-measure. Moreover, with the same precision as RandomWalk, our method produces summaries with better recall value which indicates the ability of our method in keeping more important information in the summary compared to RandomWalk. Overall, on all datasets, our approach outperforms all the baselines in terms of F-measure. This corroborates the fact that sparse representative selection coupled with multi-view frame embedding produces better summaries in contrast to the state-of-the-art methods.

5. CONCLUSIONS
In this paper, we presented a novel framework for summarizing multi-view videos by exploiting the content correlations via a frame embedding. We then employed a sparse coding method over the embedding that provides scalability in generating the summaries. Our empirical study suggests that the proposed approach can effectively explore the underlying data correlations in multi-view videos and outperform all other state-of-the-art methods used in the experiments.
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